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Abstract— A numerical method of analysing film cooling with a liquid coolant is presented. The model
assumes a turbulent boundary-layer flow for the hot gas stream and a Couette flow in the liquid coolant film. A
marching procedure is employed for solution of the equations of mass, momentum, enthalpy and species
conservation. Numerical results for an air—water system are presented. The effects of flow conditions on the
film cooling mechanism are discussed. An increase in free-stream temperature, free-stream velocity or coolant
temperature causes reduction in the film-cooled length while an increase in coolant flow rate causes a
proportionate increase in the film-cooled length. The comparison with the limited experimental data indicates
that the observed trends are well predicted. However, more detailed data are required to validate and refine the
prediction procedure particularly with regard to the flow within and on surface of the coolant film.

1. INTRODUCTION

FILM COOLING is an effective means of cooling a surface
exposed to hot gases as in the case of gas turbine
blades, combustors and rocket motors. Gaseous coolant
is generally used in many of these applications. Several
experimental and theoretical investigations have been
carried out in gaseous film cooling. However, liquid
coolant, having high heat absorbing capacity—
including heat of vaporisation—has significant
potential utility in high heat flux removal. One such
application is film cooling of liquid rocket motors
where a portion of liquid fuel is used as a coolant.
Literature on liquid-film cooling is quite scanty
compared to that on gaseous-film cooling. Experi-
mental and theoretical investigations of liquid-film
cooling of rocket motors have been conducted by
Graham [1] and Sellers [2] who also reported some
earlier investigations related to similar applications.
The experiments of Graham and Sellers were
conducted with a rocket motor burning liquid
propellants at a combustion pressure of 345 kPa and at
a thrust level of 2.2 kN. Kinney et al. [3] conducted
experiments to determine the effectiveness of liquid-
film cooling on the inner surface of horizontal tubes and
studied the effect of parameters like temperature
difference between the coolant and the hot air, air mass
velocity, coolant flow rate and roughness of the tube
surface. The theoretical models of Graham and Sellers
were based on overall mass, momentum and energy
balances. Their predictions do not take into
consideration the details of transfer processes in the
boundary layer. In the past, attempts have, however,
been made to investigate the film-cooling process by
boundary-layer analysis [4]. Recently there has been
renewed interest in the related subjects of two-phase
flow pertaining to evaporation. Chow and Chung [5]
studied the evaporation of water into a laminar stream
of hot air and superheated steam while Schroppel and
Thiele [6] investigated liquid-film vaporisation in
Iaminar and turbulent gas flows. Schroppel and Thiele
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solved the boundary-layer equations for the hot air
stream assuming that the liquid film is at rest and the
thickness of the film is constant.

The present investigation is aimed at developing a
general numerical procedure for a two-dimensional
film-cooling process in which the liquid coolant is
injected tangentially along a surface exposed to a hot,
turbulent gas stream. The liquid film thins down along
the surface due to evaporation of liquid into the hot gas
stream and also due to the shearing action of the hot
gas. The entrainment of the liquid in the form of
dropletsinto the gas stream, and the formation of waves
on the liquid surface—which may be important for
some cases—are not as yet accounted for in the present
model. The framework of the method is quite general
and could be extended to include these effects. The
results presented here pertain to water as a coolant. The
effects of various parameters like velocity and
temperature of the hot gas and the coolant, on the
evaporation process at the interface and the total film-
cooled length are investigated.

2. PHYSICAL MODEL

- A schematic diagram of the film-cooling process is
shown in Fig. 1. Here, the surface which is exposed to a
hot gas stream is protected by a liquid coolant film that
is formed due to tangential injection of coolant along
the surface. Heat is transferred from the hot gas to the
coolant film and simultaneously mass transfer from the
coolant film to the gas occurs as the coolant vaporises.
The present objective is to solve the relevant
conservation and thermodynamic equations in order
to study the flow, heat and mass transfer details.

In a practical film-cooling situation, there will
generally be complex, three-dimensional, turbulent
flow in the vicinity of the coolant injection. Significant
pressure gradients, radiative heat flux and combustion
process may further complicate the flow. The liquid film
may be turbulent and may become unstable due to
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specific heat

enthalpy

stagnation enthalpy

enthalpy flux

coolant mass flux

thermal conductivity

pressure gradient parameter, (v/u? - du/dx)g
Prandtl mixing length

latent heat of vaporisation

mass concentration of coolant

coolant flow rate

evaporation rate at interface

partial pressure

total static pressure

o Stagnation pressure

wall heat flux

gas constant

universal gas constant

temperature

stagnation temperature

velocity in x-direction

velocity in y-direction

molecular weight

distance along the wall

distance perpendicular to the wall. For
liquid film: y measured from the wall; for
gas-side boundary layer: y measured from
the interface
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NOMENCLATURE

Ax step size
y. coolant slot height.

Greek symbols
d; boundary-layer thickness
dc coolant film thickness
6 nondimensional temperature,
(T=T)(Ts—T)

A, ik constants in mixing-length model
U viscosity

v kinematic viscosity

p  density

o, Prandtl number

o, Schmidt number
shear stress.

]

Subscripts

gas

coolant

gas and coolant vapour mixture
free stream
interface
turbulent
coolant vapour
wall

effective

ref reference

sat saturation.
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adverse flow conditions. Some portion of the liquid film
may get entrained into the gas stream by formation of
droplets. It is evidently quite a formidable task to
simulate all these factors simultaneously. An attempt
has, therefore, been made here to model the process
with the following simplifying assumptions:

—the hot gas flow is a two-dimensional, turbulent,
boundary-layer-type flow;

— the flow in the liquid film is a one-dimensional,
laminar Couette flow;

— the surface of the film is smooth and the film remains
stable all along the surface; and
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Fi1G. 1. Schematic diagram of liquid film cooling.

— the gas mixture (hot gas + coolant vapour) exhibits a
perfect gas law behaviour and is in equillibrium.

With these assumptions a Couette flow solution in
the liquid film is matched to a two-dimensional,
boundary-layer calculation for the gas side. The
solution is marched in the flow direction satisfying the
interface and other boundary conditions.

2.1. Governing equations
The one-dimensional, laminar Couette flow in the
liquid film is described by the following equations:

Continuity

du

—=0 1

o (1)
Momentum

*u dP

——— 2

oy~ dx 2

Energy

*T

— =0 3

i ©)]
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The two-dimensional, boundary-layer flow in the
gas side is governed by the following conservation
equations:

Continuity
6(pu)_ 4 d(pv) —0 @
Ox dy
Momentum
ou + ou 0 dul dP )
P TP T oy | Py | dx
Energy
8H+ 0H 0| pg OH
P TPy T dy L on e 0y
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+ | el 1—
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Species concentration
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2.2. Turbulence model
The turbulent viscosity g, is estimated using the
Prandtl mixing-length hypothesis:

= pli - |du/dy| ®)

where [, is the Prandtl mixing length. A ramp
distribution of [ across the boundary layer is assumed
[8], namely

0<y<Adg/k
Mgk <y < bg.

Ly = Ky,

9
l, = Mg, ©)

The effective viscosity, p.q, is obtained by the
summation of the laminar and turbulent viscosities.
The effective diffusion coefficients for enthalpy and
mass transfer are estimated by the following relation

Hetr _ H + faad
Oeif O Oy

(10)

where ¢ stands for Prandtl number (6,) or Schmidt
number (¢,,). For the air—water system considered in
this work, the following values have been used:

o, = 0.85,
Om = 0.6,

Prandtl numbers on, =10

Schmidt numbers Om,: = 1.0
2.3. Interface conditions

The solutions from the liquid side and the gas side
must satisfy the following interface conditions:

Velocity
(11

U= [u]c,l = [“]g,l

Temperature
L =[Tl,:=[T], (12)
Shear stress
7 = [u(0w/0y)].,1 = [1(0u/0y)], 1 (13)
Mass balance at the interface implying:
mi = [—1/(1 —mp)] (/0. (m/dy)); (14)
Heat balance at the interface implying:
—[k(0T/0y))e = —[k(OT/0y)]g 1+ L. (15)

3. SOLUTION PROCEDURE

3.1. Couette flow solution

The Couette flow equations (1}{3) can be readily
integrated to obtain the following velocity and
temperature profiles in the liquid film:

1 dP
= dx Y2+ (tu/n)y (16)

The continuity equation can be integrated to obtain
the variation of liquid film thickness 8, along the
surface. This integration yields:

d %
m+ — |:j pu dy:l =0.
dx | Jo

For dP/dx ~ 0, the following simplified expression
for 6, can be derived

dc 1/2
{J‘ pu dy} —m{Ax
0 x—Ax

Gotu/)

(18)

5. =

<

(19)

3.2. Boundary-layer solution procedure
Theboundary-layer equations for mass, momentum,
enthalpy and concentration, i.e. equations (4)«7), form
a set of coupled, parabolic differential equations. They
have been solved by the finite-difference procedure of
Patankar and Spalding [ 7]. Certain modifications were
necessitated by the presence of strong coupling between
interface concentration, temperature and evaporation
rate. These modifications mainly relate to introduction
of an inner iteration cycle for enthalpy and
concentration equations so that the interface con-
ditions are accurately satisfied. Before describing the
interation cycle, it may be appropriate here to define
some of the variables appearing in the calculations.
(a) Enthalpy of the mixture. The enthalpy of the
mixture of hot gas and liquid vapour is calculated from :

h = mh,+(1—m)h, (20)

in which the enthalpy of liquid vapour A, and that of gas
h, are given by:

hv = Cp‘c(’Tsat_ ’I;ef) +L+ Cp,v(T_ T;at)
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and

ha = Cp.a(T_ Tl'-ef) + href' (21)

In order to keep the gradient of mixture enthalpy
independent of the reference temperature T, the
numerical value of T,; and h,; have been taken as zero.
Thus h, and h, are given by:

hv = Cp‘cj;at +L+ Cp,v(T_ T;al)
and h,=C,, T (22)
The stagnation enthalpy H is obtained by

H=h+h? (23)

(b) Density of the mixture. Under the assumption that
the mixture of gas and liquid vapour behaves like a
perfect gas, the density of the mixture is calculated by
the following relation :

ool )

(c) Viscosity of the mixture. Viscosities of gas and
liquid vapour are independently calculated using
power law variation with temperature. The viscosity of
mixture is then estimated using the following square
root formula:

m (1—m) m (1—m)
=| fhy 7+ My —— + . (25
g ["JWV “JWaJ/[JWv @
(d) Interface concentration, m;. The interface
concentration is obtained from the knowledge of the
interface temperature. The partial pressure corre-
sponding to the interface temperature is obtained from

the thermodynamic table for water and the following
equation is employed to estimate m, :

R, R,
my=p, R_P_ R__l Dy |

(e) Heat conduction at the interface. The calculation
procedure utilises the value of interface enthalpy flux J,,
in forming the finite-difference coefficients for the
enthalpy equation. In the presence of mass transfer, J,,
includes enthalpy flux due to mass transfer also and it is
related to the interface heat conduction [ —k 0T/dy], ,
in the following way

[—— k 671/6.})]&[ = Jh - Jm(am, eff/o-h,eff) (hv - ha)'

(24)

(26)

27

3.2. Initial and boundary conditions

The initial profiles of velocity, temperature and
coolant concentration have to be specified to start the
calculations. A 1/7th power law was assumed for the
temperature and velocity profiles within the gas-side
boundary layer. A linear profile for coolant
concentration with interface concentration corre-
sponding to inlet coolant temperature was assumed.
Further, the velocity and temperature profiles were
adjusted near the interface region to satisfy the interface
condition so that the marching procedure yields a
stable solution. The initial conditions for the liquid film

are more difficult to characterise, since it is important to
allow for the adjustments that take place when the
liquid first comes into contact with the gas. What is
generally known in a problem is the coolant mass flow
rate and the geometrical exit height of the slot. The flow
in the region just downstream of the slot exit would be
extremely complex should a region of recirculation be
present and, depending on the velocity difference
between the gas stream and liquid, an adjustment in
shear stress between the two would take place. If the gas
velocity is high (as in most rocket chamber
applications) it is reasonable to assume that the liquid
layer immediately thins down to a level to offer a
matching shear stress at the interface equal to that
offered by the gas layer. This assumption has been
incorporated in the program. Of course if this shear is
high enough, it may cause breaking away of a portion of
the film in the form of droplets. This phenomenon is not
considered at the present level of modelling, but can be
included subsequently. The initial profiles for the
coolant were taken as those corresponding to Couette
flow solutions. At the outer edge of the gas-side
boundary layer, the free-stream conditions, namely
prescribed free-stream velocity, stagnation enthalpy
and concentration are satisfied. The interface
conditions constitute the boundary conditions for the
inner edge of the gas-side boundary layer and also for
the outer edge of the Couette flow solution for the
coolant film. The no-slip condition and zero-heat-flux
(adiabatic) condition on the wall constitute the
boundary conditions for the inner edge of the coolant
film.

3.3. Marching procedure

After specifying the initial profiles for the dependent
variables u, H and m, the numerical solution is
advanced forward step by step as follows:

1. The interface concentration m,, the evaporation
rate ri; and the enthalpy flux J,, are assigned their
upstream values.

2. The finite-difference coefficients for the enthalpy
and concentration equations (6) and (7) are
calculated. The resulting algebraic equations are
solved to obtain new downstream enthalpy and
concentration profiles.

3. A new value of evaporation rate iy is calculated
using equation (14).

4. A new value of interface temperature is obtained
from the current value of interface enthalpy using
equations (20) and (12).

5. A new value of heat conduction at the interface
[—kOT/oyl,; is calculated by using equation
(15).

6. A new value of interface enthalpy flux J, is
calculated using equation (27).

7. Anew value of interface concentration is calculated
by using equation (26). The partial pressure of
coolant vapour p, in this equation corresponds to
the new interface temperature.
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8. Steps2-7 arerepeated until no significant changein
either my or iy occurs. These steps constitute the
inner iteration cycle referred to earlier.

9. The remaining equation, namely the momentum
equation (5) is then solved without any further
iteration. The interface conditions (11) and (13) are
also satisfied.

10. This completes the calculation at the current
station. At the next station, steps 2-9 are repeated
and thus solution is marched forward.

During the computations, it was found necessary to
employ under-relaxation in estimating new values of
variables at the interface (steps 3, 4 and 7) in order to
obtain stable solutions. Further, in order to avoid
premature interruption or excessively large number of
inner iterations, a minimum of two and a maximum of
five inner iterations were prescribed as the limits for the
inner iteration cycle.

4. RESULTS AND DISCUSSION

Two sets of computations have been done: one with
parametric variations for a hypotherical air-water
system and another corresponding to an experimental
investigation by Kinney et al. [3]. All computations
have been done with 100 grid points across the
boundary layer. Initially, tests were carried out to check
that the integral quantities such as overall mass,
momentum and enthalpy were in fact being conserved
during the computations.

4.1. Datum case

As theliterature on liquid film coolingis quite scanty,
a hypothetical datum case has been selected in order to
study the effect of free stream and coolant conditions on
the effectiveness of the film cooling process. The
parameters for this datum case are as follows

Free-stream stagnation temperature
To.c =973 K
Free-stream stagnation pressure
Py, = 200 kPa
Free-stream velocity
ug=300ms™!
Initial boundary-layer thickness
¢ = 12.5 mm
Coolant temperature
T,=303K
Coolant flow rate
m,=005kgs 'm™!
Coolant slot height

y. = 0.5 mm

Pressure gradient parameter

K,=0
Wall heat flux (adiabatic wall)
4y =0Wm 2

Figure 2shows thelongitudinal variation of interface
velocity u, interface temperature 7; and evaporation
rate /nf and coolant film thickness d,. It may be noted
that theinitial profiles for velocity, enthalpy and species
concentration may not be perfectly compatible and
hence certain oscillations near the inlet are observed in
different variations shown in the figure. The interface
velocity shows gradual decrease with the distance
indicating that the retardation effect of the wall is
stronger than the accelerating effect of the gas stream.
The initial peak near the slot seen in the figure is caused
by the shearing action of the incoming hot air stream.
The interface temperature 7T; tends towards a
practically constant value after theinitial adjustment. It
approaches a value of around 352.5 K for the initial
coolant temperature of 303 K in this case. As the
interface temperature is nearly constant, the interface
species concentration of water vapour also varies only
marginally along the surface. However, as the diffusion
of water vapour into the hot air decreases gradually, the
interface evaporation rate s decreases with the
distance. The coolant film thickness decreases due to
evaporation of water as well as due to the interfacial
shear stress. The initial oscillation observed in this case
is caused by initial adjustment of profiles near the slot.
The thickness is initially reduced due to shearing action
of the hot air stream. The film-cooled length L, defined
as the distance beyond which the film ceases to exist or
over which 99.9%, of inlet coolant mass flow has
evaporated, is 34.35 cm in this case.

Figure 3 shows the velocity, temperature and species
concentration profiles across the boundary layer at
x = 30 cm from the inlet. These profiles have shapes
typical of turbulent boundary layers.

4.2. Parametric study

Computations have been done to study the effects of
the following parameters on the process of film cooling,
namely:

(a) Free-stream stagnation temperature, T, g
(b) Free-stream velocity, ug

(c) Coolant temperature, T,

(d) Coolant mass flow rate, #1,.

Solutions have been obtained by changing one
parameter at a time from the datum value indicated in
the previous section. Results of these computations for
different cases have been compared in terms of interface
temperature, interface concentration and film-cooled
length. Figures 4-6 show these comparisons. It may be
noted that the x-axisin these figures shows the value of a
particular parameter as a fraction of the value of the
same parameter in the datum case. For convenience,
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F1G. 2. Variation of interface velocity, temperature and evaporation rate, and liquid film thickness with
distance for the datum case.

however, scales for variable parameters are also shown
separately.

Figure 4 shows the variation of interface temperature
T;(at a fixed station, namely x = 15 c¢m) due to changes
in different parameters. The free-stream temperature
has a significant effect on the interface temperature
which increases with increasein T, . Itisinteresting to
note that even for a free-stream stagnation temperature
Ty, 0of 1973 K, the interface temperature (370 K) is well
below the boiling point of the liquid coolant (391 K).
The free-stream velocity also indicates noticeable
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FiG. 3. Velocity, temperature and concentration profiles at
X = 0.3 m for the datum case.

change in T{ which decreases as ug is increased. The
coolant temperature influences 7; in the same way as
Ty, - However, the coolant flow rate has essentially no
influence on 7;. The interface temperature directly
determines the partial pressure of water vapour p, and
thus influences the interface concentration m;. The
variation of my (at the same station x = 15 cm) for
different cases is shown in Fig. 5. The free-stream
temperature and coolant temperature have appreciable
influence on m; while the free-stream velocity and the
coolant flow rate indicate no influence on my. It is
interesting to note that the free-stream velocity,
although influences 7; as shown in Fig. 4, shows no
influence on m,. This is due to the fact that these results
have been obtained with a constant value of free-stream
stagnation pressure P, g which corresponds to
different static pressure levels at different free stream
velocities. The net effect of the two factors, namely the
change in T and the change in static pressure level at
different free stream velocities, is such that the interface
concentration remains essentially constant as shown in
Fig. 5.

Figure 6 shows the effect of these parameters on the
effectiveness of film cooling. The film-cooled length L,
may be taken as a measure of the effectiveness of film
cooling. The figure shows the variation of L. for
different cases. The free-stream temperature and
velocity have significant influence on L, which
decreases with increase of these parameters. The
increase in T, g causes increase in interface tempera-
ture and evaporation rate, and hence the film-cooled
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FiG. 4. Effect of different parameters on interface temperature.

length is significantly reduced. The increase in free-
stream velocity, though causing no change in interface
concentration, increases the evaporation rate due to
increased diffusion of evaporated coolant vapour into
hot air and thus reduces the film-cooled length. The
higher coolant temperature reduces the film-cooled
length due to increase in interface temperature causing
higher evaporation rate. The coolant mass flow rate has
negligible influence on interface temperature, con-
centration or evaporation rate. It does not influence the
mechanism of the film-cooling process per se. The film-
cooled length is therefore proportional to the coolant
flow rate as shown in the figure.

Computations have also been done for accelerating
flows by varying pressure gradient parameter K. In
general, the effect of pressure gradient on film cooling is

similar to that of free-stream velocity seen in Figs. 4-6.
The film-cooled length decreases with increase in
favourable pressure gradient. Interestingly, it is
observed that the prediction of film-cooled length with
pressure gradient is nearly equal to that with a constant
free-stream velocity which is equal to local free-stream
velocity at x = L in the pressure gradient case.

4.3. Comparison with experimental results of Kinney et
al. [3]

The experimental investigation of Kinney et al. [3]
provides some data on liquid film cooling of internal
surface of a horizontal tube. Though it is an internal
flow situation, the present program which is based on
boundary-layer analysis, has been used to predict their
results. The flow conditions for a typical case have been
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F1G. 5. Effect of different parameters on interface concentration.
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simulated as best as possible, based on the given
information in ref. [3]. The conditions for the
computations are :

Free-stream stagnation temperature
Ty = 1105 K
Free-stream stagnation pressure
Py =214kPa
Free-stream velocity
g =380ms!
Initial boundary-layer thickness (assumed)
0g = 127 mm
Coolant temperature
T,=303K
Coolant mass flow rate
1, = 0.0744-0.1274 kgs 'm™?!
Coolant slot height
¥y = 0.584 mm
Pressure gradient parameter

K,=0

Wall heat flux (adiabatic wall)
4o =0Wm™2

Figure 7 shows the variation of film-cooled length L
with the coolant mass flow rate m_. The present
predictions are compared with the results of Kinney et
al. The experimental results indicate a linear variation
of the film-cooled length with the coolant mass flow
rate. The slope of the line, however, changes around
i, = 0.1 kg s™' m~'. This is presumably caused by
the onset of turbulent flow in the coolant film and the
wavyness of the coolant film surface at high coolant
flow rates. The present computations also predict linear
variation of the film-cooled length with the coolant flow
rate. The slope of the line also agrees very well with that
observed in experiments at low coolant flow rates.
However, the predictions are significantly higher than
the experimental results and do not indicate the change
of slope of the line at high coolant flow rates. The
reasons for higher predictions are associated with lower
values of interface temperature 7; in the predictions. It
differs by about 10°C from the experimental value. As
indicated above, the flow conditions employed in the
boundary-layer predictions may not be matching
perfectly with the conditions of the internal flow of the
experiments. Further, the tube wall might have been
getting heated by axial conduction in the experiments.
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FIG. 7. Comparison of present computations with experimental results of Kinney et al. [3].

These factors may cause a higher interface temperature
and increase the evaporation rate resulting in shorter
film-cooled length in experiments. The change of slope
in the experimental results at high coolant flow rates is
not predicted by the present computations, which are
based on the assumption that the coolant film is
laminar, stable and smooth. Another difficulty in
comparing film-cooled lengths is related to the precise
point where the film vanishes. In the present
calculations, as noted earlier, the film-cooled length has
been taken as the distance from the slot over which
99.9%; of the inlet coolant mass flow has evaporated.
The computed value of the film thickness can approach
small values—comparable to the height of surface
texture elements of a typically machined surface. Thus
for the predictions under consideration, if the film is
assumed to vanish when it reaches a certain thickness,
say 10 microns, a good agreement with the observed
data can be projected. However, in view of the
uncertainties mentioned above, it would be more
appropriate to await more detailed data before the
effect of surface roughness and other factors are
incorporated in the prediction procedure.

5. CONCLUDING REMARKS

A numerical procedure has been used to model the
film-cooling process with liquid coolant. Numerical
results have been obtained for an air-water system. The
effects of various parameters have been studied. The
results indicate significant influence of free-stream
temperature, free-stream velocity and coolant tempera-

ture on the heat and mass transfer at the interface. The
procedure quantitatively predicts the increase in
evaporation rate and resulting reduction in the film-
cooled length due to increase in any of these
parameters. An increase in coolant flow rate in the
laminar-film regime does not influence the film-cooling
mechanism as such and increases the film-cooled length
proportionately. The discrepancies between the
predictions and the experimental results of Kinney et al.
suggest that the stability of the coolant film and the
nature of the coolant film surface may have important
influence on film cooling and they need to be modelled
more realistically for better predictions.
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PREVISION DU REFROIDISSEMENT PAR FILM AVEC UN REFRIGERANT LIQUIDE

Résumé—On présente une méthode numérique pour analyser le refroidissement par film avec un réfrigérant
liquide. Le modéle suppose un écoulement turbulent de couche limite pour le courant de gaz chaud et un
écoulement de Couette dans le film liquide. Une procédure est utilisée pour la résolution des équations de
conservation de masse, de quantité de mouvement, d’enthalpie et des espéces. Des résultats numériques pour
un systéme air—eau sont présentés. Les effets des conditions d’écoulement sur le mécanisme de refroidissement
par film, sont discutés. Un accroissement de la température de I’écoulement libre, de la vitesse de cet
écoulement ou de la température du réfrigérant, cause une réduction de la longueur du film tandis qu'une
augmentation du débit réfrigérant cause un accroissement proportionné de la longueur du film. La
comparaison avec les données expérimentales peu nombreuses indique que les comportements observés sont
correctement prédits. Néanmoins des données plus détaillées sont nécessaires pour valider et améliorer la
procédure de calcul, particuliérement en ce qui concerne ’écoulement a I'intérieur et a la surface du film
réfrigérant.

BERECHNUNG DER FILMKUHLUNG MIT EINEM FLUSSIGEN KUHLMEDIUM

Zusammenfassung—FEine numerische Methode zur Analyse der Filmkiihlung mit einem flissigen Kiihl-
medium wird dargelegt. Im Modell wird eine turbulente Grenzschichtstrémung fiir den heiBen Gasstrom
und eine Couette-Stromung im fliissigen Kithlfilm angenommen. Ein fortschreitendes Verfahren wird
fiir die Losung der Kontinuitdts-, Impuls-, Energie- und der Formerhaltungsgleichung angewendet. Die
numerischen Ergebnisse fiir ein Luft-Wasser-System werden dargelegt. Die Auswirkungen der
Stromungsbedingungen auf den Filmkithlmechanismus werden erortert. Ein Anwachsen der Temperatur
und Geschwindigkeit der ungestérten Gasstromung oder ein Ansteigen der Kiihlmitteltemperatur
bewirken eine Verringerung der filmgekiihlten Linge; wihrend ein Anwachsen des Kiihlmittelmassen-
stroms ein proportionales Ansteigen der filmgekiihlten Lange verursacht. Der Vergleich mit den wenigen
zur Verfiigung stehenden experimentellen Daten zeigt, daB} die beobachteten Trends gut vorausberechnet
werden. Es sind jedoch detailliertere Daten erforderlich, um das Vorhersageverfahren im Hinblick auf die
Beriicksichtigung der Stromung innerhalb und an der Oberfliche des Kiihlmittelfilms zu bestitigen
und zu verfeinern.

PACYET IJIEHOYHOI'O OXJTIAXKIAEHHUA

Aupotanms—TIpenioxeH YMCNCHHDbI METON aHAJN3a IUIEHOYHOTO OXJaxiaeHus. [lIs moToxa ropsyero
ra3a MCIOJIb3YeTCs MOJe/b TypOyJIeHTHOrO HOTPAaHMYHOTO CJIOf, & TEYEHHE B ILICHKE JXKHMAKOTO Xjaja-
FEHTa CYMTAETCH KYITTOBCKMM. [Ins pelleHHs ypaBHEHHH MacChl, HMIYJIbCA, SHTANLIIMH K COXPaHEHUS
MOJIHOTO KOJIMYECTBA JIAHHOTO KOMIIOHEHTA MPHUMEHAETCS METOJ NPOroHkH. IIpefcTaBnensl YHCieHHbIE
pe3yabTaThl U CUCTEMBI Bo3yX—Boda. OGCyxkmaeTca BIMSHHE TEYEHHS HA MEXAHH3M IUIEHOYHOTO
oxJaxzaeHud. PocT TeMrmepaTypesl M CKOPOCTH HaGeralolllero moToka MJIH TeMNEpaTyphl XjJajarcHra
BBI3BIBACT YMEHBUICHHE IJIHHBI YIACTKA MUIEHOYHOTO OXJaXIEHHS, B TO BPEMs KaK yBEJMYEHHE CKOPOCTH
TeyeHMs XJIAJAreHTa MPUBOAMT K NPOMOPLMOHATILHOMY YBEJIMYEHHIO [UIHHBI IUicHKH. CpaBHeHHE YHC-
JIEHHBIX PE3YJbTATOB C MMEIOLLMMHUCSH SKCIIEPHMEHTATbHEIMU NAHHBIMHA CBHAETENLCTBYET O XOPOILUEM HX
cooTBeTcTBUM. OMHAKO I8 OGOCHOBAHMA M YCOBEDIIEHCTBOBAHMA METOOMKH pacyeTa, B YACTHOCTH, €
y4€TOM TeYeHHs BHYTDH M Ha MOBEPXHOCTH ILUIEHKH XJajarenTa, Tpebyiorcs Gosee TulaTenpHble HCCie-
[NOBaHAUA.



